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1 Graph Neural Networks

Graph Neural Networks (GNNs) are information processing architectures
made up of a composition of layers, each of which is itself the composition
of a linear graph filter with a pointwise nonlinearity.

For a network with a given number of layers L we define the input output
relationship through the recursion

Xℓ = σ
(

Zℓ

)
= σ

(
Kℓ

∑
k=0

SkXl−1Hℓk

)
, (1)

In this recursion the output of Layer ℓ− 1 is Xl−1 and it is recast as an
input to Layer ℓ. In this layer, the input Xl−1 is processed with a graph
filter to produce the intermediate output Zℓ. The coefficients of this graph
filter are the matrices Hℓk. This intermediate output is processed with a
pointwise nonlinearity σ to produce the output Xℓ of Layer ℓ. That the
nonlinear operation is pointwise means that it is acting separately on each
entry of Zl .

To complete the recursion we redefine the input X as the output of Layer
0, X0 = X. The output of the neural network is the output of layer L,

*In alphabetical order.
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∑
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∑
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X3 = Φ(X;H)

Figure 1. A Graph Neural Network (GNN) with three layers. A GNN is a com-
position of layers, each of which is itself the composition of a linear graph filter
with a pointwise nonlinearity. [cf. (1)].

XL = Φ(X;H). In this notation H is the tensor H := [H11, . . . , HLKℓ
] that

groups all of the filters that are used at each of the L layers.

A graph neural network with three layers is depicted in Figure 1.

1.1 Graph Neural Network Specification

To specify a GNN we need to specify the number of layers L and the
characteristics of the filters that are used at each layer. The latter are the
number of filter taps Kℓ and the number of features Fℓ at the output of
the layer. The number of features F0 must match the number of features
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at the input and the number of features FL must match the number of
features at the output. Observe that the number of features at the output
of Layer (ℓ− 1) determines the number of features at the input of Layer
ℓ. Then, the filter coefficients at Layer ℓ are of dimension Fℓ−1 × Fℓ.

Task 1 Program a class that implements a GNN with L layers. This class
receives as initialization parameters a GNN specification consisting of the
number of layers L and vectors [K1, . . . , KL] and [F0, F1, . . . , FL] containing
the number of taps and the number of features of each layer.

Endow the class with a method that takes an input feature X and pro-
duces the corresponding output feature Φ(X;H). ■

Task 2 Train a GNN to predict movie ratings. Plot the evolution of the
training loss and evaluate the loss in the test dataset. To obtain a good
loss we need to experiment with the number of layers and the number of
filter taps per layer.
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2 Report

Do not take much time to prepare a lab report. We do not want you to
report your code and we don’t want you to report your work. Just give
us answers to questions we ask. Specifically give us the following:

Question Report deliverable

Task 1 Do not report

Task 2 Report training loss

Task 2 Report test loss

Task 2 Report GNN specification

We will check that your answers are correct. If they are not, we will
get back to you and ask you to correct them. As long as you submit
responses, you get an A for the assignment. It counts for 10% of your lab
grade.
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